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Discrete Markovian Dynamics of a Finite System
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In 1906 Andrey Markov formulated his idea of a probability matrix that has been used to describe stochastic processes. In this paper we will master the basics of Markov chains and simulate simple systems. After giving a mathematical overview of what Makrov chains are we will then apply them to single particle systems. From there we will use the mathematics of Markov chains to analyze the number of steps the system takes before terminating as well as deriving the moment generating function for each process. The end result from this will be the ability to predict and analyze stochastic processes in physics using this method of Markov chains. 
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Equation (1) is called the probability matrix and
can be represented in its canonical form in the
following way.
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Historical Background:

In 1906 Andre Markov formulated his idea of

g Numbers to
B e The Q matrix i called the transient matrix and

it depicts how the particle transitions from state
ito state j. The R matrix represents the
probability of falling into an absorbing state
from some state |

From these matrices we can obtain
important statistical information about the
system. Equation (3) gives the mean number of
iterations, (1) , the system takes before
terminating in an absorbing state. " is the
initial probability of being in the ith state.
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We can calculate the entropy of the system
in the following manner.
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Figure 2: Simple model for evaporation to different

energy levels. Here 1meV 2meV and

r 3mev
We obtain the probabilities from equation (5) and we
then normalize each row of the weights of the
transition matrix
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